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Richard E. Bellman
● Lived 1920-1984
● Born in New York

○ BA at Brooklyn college
○ MA at University of Wisconsin
○ Ph.D at Princeton

● American applied mathematician
● RAND

○ Introduced dynamic programming
● Bellman prize in Mathematical Biosciences



Dynamic programming
● Finding a solution to a problem by 

breaking the problem into multiple 
smaller problems recursively

● Can be used in math and coding
● Relationship between smaller 

subproblems and original problem is 
called the Bellman equation



Where it’s used
● Merton’s portfolio problem 

○ Investors choose between income today and future income 

● Economic growth 
● Taxation 
● AI learning 
● Reinforcement learning



Reinforcement learning
● Can be made simpler using Bellman’s equations
● Bellman’s equations are necessary to understand RL algorithms

● Allows us to break up the decisions, 
making to make it easier to solve

● Mouse makes decision based on its 
environment and possible rewards



Important values
R=return

γ=discount

π=Policy [written as π(s, a)

a=action

s=state



Value functions
State value function:

Action value function:



Bellman equation 
derivation
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